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Nmuynbcnbie veiiponnbie ceru (SNN) npuiiekaior 3uauurebHoe BHUMaHue Giiaroiapsi cBoeii criocobuocTu paborars
Ha HEPOMOPQHBIX yCTPOICTBAX CO CBEPXBLICOKOI CKOPOCTLIO U Bledarsoeill sueprosddexrusuocroio [2], [18].
B oTiimuum OT MCKYCCTBEHHBIX HEHAPOHHBIX CETel, B KOTOPBIX WH(MOPMAIM UMEET HENPEPHIBHOE MPEICTABICHUE, B
SNN unbopMaIys mpeacTaBIeHa B Buae OUHAPHBIX UMITYJIbCOB. I109TOMY UMITYJIbCHBIE HEAPOHHBIE CETU UMUTUDYIOT
HEeHPOHHYIO JUHAMUKY MOo3ra. Biaromaps csoum ocoberHocTsasM SNN mMpOKO NPUMEHSIOTCA B PA3/IMYHbIX 3a/1a49aX,
BKJIIOYas pacrnosHasanue [25], [4], orcinexxkuBanue [24], obrapyxenue [10], [22], cermenranuio |[11] u BoccranoBienue
u3obpaxxenuit [6).

Onddysnonnble BeposTHOCTHBIE Mozenn rymononasienns [7], [19] wan mpocro quddy3nonHbe BEPOSTHOCTHBIE
MO/IEJI — 3TO KJIAaCC T€HePATUBHBIX MOjesiell, KOTOpble Ha KayKJIOM BPEMEHHOM Inare J00aBJISIOT TayCCOBBINA MIyM
K ganubiM (mporece npsamoit auddysun), a 3arem obydarorcsa obpamiarh mnpouece auddy3un, 9Todbl MOy YUTh
ucxonble nanubie (mpouecc obparHoit auddysuun). B nocieanee Bpems quddy3uoHHbIE BEPOATHOCTHBIE MOIEIN
IPUOOPEIIU MOIYJISIPHOCTD OJIAr0Iaps UCKITIOYUTEIbHBIM NeHEPATUBHBIM BO3MOXKHOCTIM B TAKUX ODJIACTAX, KAK Te-
ueparus xapruuok ( [7], [8]), suaeo [9), ayano mammsrx ( [12], [15]). st JoCTHIKEHES BHICOKOTOUHBIX PE3YIBLTATOB
uM TpebyeTcss MHOTO UTEPAIUil B MPOIECCE IYMOIOIAB/IEHNU, YTO MPUBOJUT K BHICOKMM BBIYUC/IUTEIHHBIM 3aTPa-
TaM. B cpaBHeHUU C reHepaTHBHO-COCTS3aTENbHBIMUA HEHPOCETSMH, I/ie JIJIsi TeHEPAIMU OJHOrO CIMILIA Tpebyercs
OJIMH TPOXOJ, Y9epe3 CeTh, Iporece reHeparuu 1udy3noHHON BEPOATHOCTHON MOJEIH MOXKET COCTOSITH U3 THICSIIH
maroB. UToObI MOBLICUTH CKOPOCTH COIMILTHPOBAHUS OBLIO MPEIIOKEHO HECKOJIBKO MOesiei, Hanboee MOmyasap-
HBIE M3 KOTOPHIX HestBHAsT nudpdysmonnas momerns mrymonogasienus: (Denoising Diffusion Implicit Models) [20],
ckpbitas muddysnonnas momenn (Latent Diffusion Model) [17], a rakske momens corsacoanusi motokos (Flow
Matching Model) [13]. VImnyabcHBIe HEADOHHBIE CETH TaKIKe SBISIOTCS MEPCIeKTHBHBIME KAHIUIATAMA JIJIS YCKO-
penus mporecca redepanyu Judy3UOHHBIX BEPOATHOCTHBIX MOJEIEi 3a CY4eT UCIOTH30BAHNS CBOUX BOZMOKHOCTEH
JIJIsl BBICOKOCKOPOCTHBIX BBIYUCJIEHUI ¢ HU3KUM 3HepronorpebserreM. OIHAKO HCCAENOBAHUS B JTaHHON 00JIacTH
orpanudennbl. Hackosbko Ham u3BecTHO, cyuiecrByer Bcero uerbipe paborbr [1], [5], [16], [23]. B nepsbix asyx
paboTax CTPOATCS UMIYIbCHBIE MM y3NOHHBIE BEPOSITHOCTHBIE MO JJjIs reHepannu KapTuHok. KpaTtkoe omm-
caHue 3THX paboT MOXKHO HANTH B HaIIeil npeablayieil Jeknun https://alphacephei.com/ru/lecturel4.pdf. B
pabore [16] MbI uccienoBau UMITYJILCHYIO AU(DOY3UOHHYIO BEPOITHOCTHYIO MOJIEIb, IPEIIOKeHHyIo B 1], mus re-
Hepanyy 3ByKOBbIX KoMand. OHAKO CKOPOCTDb reHepanyy ObLia HeJIOCTATOYHOM 115 6ojiee CJI0XKHBIX 3a1a4. ITo0bl
YCKOPHUTD IIPOIMECC COMILIUPOBAHKS, B HACTOSAIIEH PAbOTe Mbl CTPOUM HMMITYJIbCHBIM AHAJIOD N€HEPATHUBHON MOJIEIIH
Flow Matching mist cuaresa peun. B [23| makske mpesyaramack MOJesh, YCKODSIONIAs TPOIECC COMIIHPOBAHMWS
UMITYJIbCHON MuDy3MOHHOM BEpOSTHOCTHOM Momean. ABTOpHI ucmob3oaaun Denoising Diffusion Implicit momens
JIJIs1 TIOCTPOEHMST MMITYJIbCHOTO aHAJIOTA. DTy MOJeJb MOKHO PacCMaTpPUBaTh, Kak dacTHbI cayvail Flow Matching
MIPHU ONPEJETIEHHOM BBIOOPE TOYETHOrO MOTOKA U CIEIUATLHON CBI3M MEXK 1y pacupejenerusaMu. [logpobHee MOXKHO
upouurars B [14].

Flow Matching nin moToKoBOe COBIaIeHNE — 3TO METO/I, KOTOPBI OCHOBAH HA TOW Ke waen, 94To u auddy3uoHHbIE
BEPOSATHOCTHBIE MOIE/IN, & UMEHHO MOCTENEHHOTO YXY/IINEHNs JaHHBIX C IMOMOIIBI0 MIyMa, & 3aTeéM CHHTE3WpPOBa-
HHSI HOBBIX JAHHBIX C ITOMOINBI0 oOparerus mporecca. CHavga a ompeaeanM, 9To TaKoe MOTOK. I1oTok — 310 HabOp
BEKTOPHBIX TIOJIefl, HHIEKCHPOBAHHLIX TI0 BPeMeHH v = {v; }4¢[0,1]- JIF000{l MOTOK OmpeesisieT TPaeKTOPHIO, TlepeBo-
JIATIYT0 HAYATBHYI TOYKY T BIOJb IO CKOPOCTel {v;} B KOHETHYIO TOUKY 1.
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DTO MOKHO 3anucaThb B Buje 1udEePeHIraIbHOrO YPABHEHUS

d.I‘t

E = ’Ut(l‘t) (1)

C TPAHUYHBIMHA YCJIOBUAMU Lo U X1 B MOMeHT t = 0 m £ = 1 COOTBETCTBEHHO.
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[Ipocreiias KOHCTPYKIUsA NOTOKA Jiis ypasHenus (1)) ¢ rpaHUYHBIME yCIOBUSAMU To U T — ITO
ve(xy) = 21 — Xo- (2)

Torga perierremM 0OOBIKHOBEHHOTO Mud(DEPEHITNATBHOTO YPABHEHS C COOTBETCTBYIOIIUMH IPAHUIHBIMHU YCJIOBH-
aMu Oyaer JInHeHHAsS WHTEPIOJISINS MEXKIY Tog U X1:

xp = (1 —t)xo +txy, t€][0,1].

[To6oHO TOMY, KaK TOTOK OIpeeisieT OTOOparKeHne MeXK 1y HA9aTbHON ¥ KOHEYHOM TOYKAME, OH TAKIKE OIPEIesder
orobpaxkenue Mexay pacupenenenusivmu. OcuoBras nesb Flow matching onpegenuts noTok v*, KOTOPBI mepeHocuT
BEPOSITHOCTHOE PACIIPeIe/IeHne HAYAJIbHBIX TOYEK Py B PACIPEIETIEHNE KOHEUHBIX TOYEK D1, T.€.

Po e P1-

Pacnpenenenne pg — 310 00b19HO 'ayccoBo pacmpemesnenune, a p; — 3aJaHHOE pacipejesieHne MaHHbIX. [ljgs Toro,
4TOOBI ONPEIEJIUTD [IOTOK U™, CTPOKCH HelipoHHast MoJeb fy(xy,t) ¢ mapamerpamu 0, MuHUMU3UPYIOUAa DYHKIMIO
[IOTEPD:

L= ]E(-'E(),-le-’rf,)”vt - f@(xtat)HQ — min, (3)

T7e vy — BEKTOPHOE TOJIe W3 yPABHEHUS , KOTOPOE TMEPEMEIIAET TOYKY Ty B T1. UTOOBI Cr€HEPUPOBATH HOBBIM
COMILI, MBI CTPOUM TEHEPATUBHYIO MOJIEH

d(Et

e fo(xze,t), o ~ po, 1 ~ p1,

U3 KOTOPOil MeToioM difjiepa HAXOAUM MPABUJIO OOHOBIICHWS
T4 At = Tt + Atfg(xt, t) Vit € [O, 1) (4)

Eciu cpaBHUTH IPSMBIE TTPOIIECCHI 3ATITYMJICHU ST JAHHBIX TUd(Y3UOHHBIX BEPOATHOCTHBIX Momesei u Flow Matching,
TO OHU TIOXOYKH, TAK KaK ABJIAIOTCS JTMHEHHON HHTEPTIOIANMEl JTAHHBIX U MyMa. A BOT 00paTHbIE MPOILECCHI, TO €CTh
OUMINEHNsT JAHHBIX OT IIyMa, OTJInYaioTcsa. B obparnoM mporecce auddy3un TpUCyTCTBYET MIyMOBas COCTABJIAIO-
masi, KoTopasi sBisgercs npuduHoit "3ybuareix" TpaekTopuii. B obparnom mporecce Flow Matching LIy MOBOM
COCTABJISIIOIIEH HET, TI09TOMY TPACKTOPUH TJIaJIKue. [UIaIkoCcTh Wil IPsIMUA3HA TPACKTOPUN UMEET PEIIAIOIIue 3Ha9e-
HUe, TIOCKOJILKY OMpeIesisieT KOJIUIECTRO MAroB, HEOOXOINMBIX [IJIsl JOCTUKEHUS TOYHBIX PE3YILTATOR, 00eCTIeUunBast
KOMITPOMUCC MEYK/Iy BBIYUCJIUTEIBHBIMU 3aTpATaMU U TOYHOCTHIO. Bojiee mpsiMble TpaeKTOpuu TPeOYyIOT MEHbIee
KOJIMYECTBO IaroB JJjIs TeHEepAaIny, TOT/a KaK TPAEKTOPUU C OOJibliell KpuBu3HONU Tpedyior Oosbirne mmaros. Cie-
npoBarenbao, mogenu Flow Matching orkpsiBaioT BO3MOXKHOCTH JJId MOBBIINIEHUS CKOPOCTU U MPOU3BOIATEIHHOCTH
BBIBOJIA.

Cucrema cunrte3a peun Vosk-TTS wmmeer apxurektypy, ocHoBanHyIO Ha momxone Latent Flow Matching u mud-
dysuonnbix Tpanchopmepax DiT. Latent Flow Matching mpeacrasaser coboit momudukaruio Flow Matching, roe
peodpa30BaHMS TPOUCXOIAT B CKPBITOM IPOCTPAHCTBE, & HE B MPOCTPAHCTBE TAHHBIX. DTO MO3BOJIET Oosiee 3 der-
THUBHO OOYYaTh MOJE/Tb W YMEHBIIUTh BBIYUCIUTETbHBIE 3aTPATHI, TAK KAK PAa3MEPHOCTH CKPBITOrO MPOCTPAHCTBA
OOBIYHO MEHBIIE, 9eM Pa3MEPHOCTH MPOCTPAHCTBA MCXOAHBIX TAHHBIX.

IIporecc cuHTE3a HAYUHAETCS C TEKCTa, KOTOPBIH mpoxoauT Yepe3 Encoder, a 3aTem BMecTe ¢ MIyMOM TIOJAETCS HA,
OCHOBHYIO 9acTh apxuTekTypbl — Flow Matching st rounoii reneparuu cnekrporpamm Mel. ITomydennbre criekTpo-
rpaMMbI TPE0OPA3YIOTC B 3BYKOBBIE BOJIHBI C TIOMOIIBIO EKOAEPa VOCOS, KOTOPDIi 00eCIIeInBAET BHICOKOE KA9eCTBO
CHUHTE3a Pedm.
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Puc. 1: Apxurekrypa cunre3a pean Vosk-TTS .

st oCTpoeHusT UMITYILCHOrO anasiora cuare3a pedun Vosk-TTS mbl mpeoGpa3oBbiBaeM TOJIBKO OCHOBHYIO YaCTh
apxurektypol — Flow Matching, xors yxke cymecrByer pabora, B KOTOPO#l mexojep VOCOS TakzKe [ePEBe/IeH B
UMTYJILCHBIN aHaJIoT . [Ipeobpazosanve auddy3noHHBIX TPAHCHOPMEPOB, HA KOTOPHIX OCHOBAaHA Moaenh Flow
Matching, siBjsieTcst TPYIHOBBINMOIHUMOM 3aa4eil M3-3a WX CJI0KHOM apXUTeKTyphl. I109TOMY MBI paccMaTpuBaem
Flow Matching ma ocrmose cBéprounoit U-net. U xorsa ceéprounas U-net maér HEMHOrO XyzKe Ka9eCTBO CHHTE3A,
TEeM HE MeHee OHA OKAa3bIBaeTCs OoJiee MOAXOAINEH s mpeoOpa3oBaHWsl B MMITYIbCHBIN anasmor. Kpome Toro,
B pabore MBI y2Ke HCIIOJb30BaIM UMIYIbCHYI0 cBEpTouHyio U-net. Apxurekrypa mmirysibcaoit momenu Flow
Matching npeacrasiena Huxke.
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Puc. 2: Flow Matching momens Ha OCHOBE MMIYJIbCHBIX HEHPOHHBIX CeTeil.

TayccoBblit iiryM BMecCTe ¢ 3aKOIMPOBAHHBIM TEKCTOM MTPEOOpA3yeTcs SHKOJAEPOM B UMILYJIHCHY IO TIOC/IEI0BATETbHOCTD
u Bmecre ¢ Time Embedding nocsieioBaressno nojgaercs B uMirysibCHyo Heiiponnyio cerb U-net. Time embeddings
— 9TO BEKTOPHI, KOTOPHIE OTMEUAOT KAXKIYIO0 32 MUJIIACEKYHIY WA KAXKJbI OTCUYET, 9TOOBI HEHPOCETh MOTJIA, WX
orianyarh. Umnynascuas U-net mepemaer TONMBKO UMIyIbChl. OHA COCTOMT W3 CYKAIOMIETOCS IIYTH W PACITUPSIO-
merocs myTr. Ha KaskIoM 3rare CyKamomerocs MyTH pa3penieHne TAHHBIX YMEHBIIAeTCsd, a KOJTMIeCTBO KAHAIOB
CBOWCTB yBeanIuBaeTcs. KasKaplii mar pacumpsIonerocs My TH, HAIPOTHB, BOCCTAHABIUBAECT PA3PEIICHIe U YMEHb-
IAET KOJIMYECTBO KAHAJIOB. DTH J[BA IIyTU CBA3aHbI MPOILYCKHBIMU COEJIMHEHUAMU, KOTOPbIE HEOOXOAUMBbI JIJjisi BOC-
CTAHOBJIEHUs MPOCTPAHCTBEHHOW WHMOPMAIINN, TIOTEPIHHON TIPU YMEHBIIIEHUN PA3PEIIEHNs, & TAKKE JIJIs PEIeHust
pOOIEMbI HEJOCTATOYHO TOYHOTO BOCCTAHOBJIEHUS T'PAHUIL W3 HU3KOPA3MEPHOTO MpejicTaBienus. Jlaree, BHIXOIs-
e UMy abchl n3 U-net mepesaoTcs B AeKOAUPYIOMIAN CJIOM, TOCIe 9€r0 BhIYUC/ISIETCS 1Ty MOITOIABIISAIONTNN TI1ar.

ITocsie bukCHPOBAHHOIO YHCIIA My MOIIOAABIIAIONIAX IIIATOB MbI IOy Ya€M HOBBIH CIMILI.
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Puc. 3: Comnnmposanwue.

Tpenuposka umnyiabcunoit mogenu Flow Matching npoBonurcs 6e3 sukoznepa. st TPeHUPOBKH HCIIOIB3YeTCs CIie-
nuasibhblit naker Python juis oOydenuss umiysibeHbix Heifponubix cereit SpikinglJelly , B KOTOPOM aJIlOPUTM
o0yd4eHrsT OCHOBAaH HA METOIE CypporarHoro rpajauwenta. OmHAKO, MpW MPUOIUKEHWHN 3HadeHwuit ¢ kK rpanunam 0
u 1 rpaguenT GbyHKIUA MOTEPh CTAHOBUTCHA OYeHb OOsbmuM. Ha HavabHOM JTare TeHepalwd 3TO MPUBOIUT K
HECTAOUILHOCTU TPEHHPOBKHU, & HA MOCIEIHUX ITANAX T€HEPAINU, KOTJAA MyM MPAKTUYECKH MCYE3AeT, OCIOKHSIET
KOppeKTupoBKy curnasa. [losromy npu ¢ < 0.01 maker maHHBIX /i TPEHUPOBKA MbI OepeM HE YacTO, & BEPXHIOIO
rpanuny t = 1 ymenbmaem 10 0.98. Bosiee TOro, rpeHupoBKa MPOBOAUTC C YYUTEIEM, TO €CTh C AHAJOIUIHON HE
ummynbcHoit Momenbio Flow Matching. Takoii MeTon TpeHNPOBKH GBI MpejioskeH B padore [3].

s TpenupoBku ucnosb3yercs 6a3a Biggest RU Book Cleanup, koropas cocrout 200 qukropos, 2000 gacos 3a-
nucu peun (https://huggingface.co/datasets/alphacep/biggest-ru-book-cleanup). Pe3yabrarsl orparkeHb
B clemymoIeit Taburie.

Tabamma 1: Pesymasrars:

Model FAD | | WER | | SS*©
Vosk-TTS 0.96 0.9 0.76
umiybcHbiii Vosk-TTS 1.25 2.0 0.55

B xauecTBe METPUKH MbI UCIIOJIb30BaJIH:

1. Frechet Audio Distance (FAD): usmepsier paccrosinue MexK/y BEPOATHOCTHBIMU PACHPEIETEHUAME PEATbHBIX
U CHHTE3UPOBAHHBIX ayauodailiios (XapakTepucTuKa UHTOHALWI);

2. Word Error Rate (WER): u3mepsieT TOUHOCTh PACIIO3HABAHUS CJIOB B CHHTE3UPOBAHHOM ayauodaiiie 1o cpas-
HEHHUIO C 3TAaJIOHHBIM TEKCTOM (HOSBOHHGT OII€CHUTDH HaJIMIHNE HEIIPAaBUJIbHO IIPOU3HECEHHBIX C.J'IOB);

3. Speaker Similarity (SS): usmepsier cX04CTBO CHHTE3UPOBAHHOIO I'0OJIOCA € I'OJIOCOM OPUIMHAJILHOIO JIUKTOPA.
Boicokne 3HadeHust SS TOBOPAT O TOM, UTO CHHTE3WPOBAHHAS PEYh OUEHBL TOXOYKA Ha PEYh KOHKPETHOTO
YeJIOBEKA.

B pesynbrare mcciemoBanus Mbl yOenmnauch, 9To mpeobpasoBanume remeparuBuoit momenu Flow Matching ma oc-
HoBe cBEpTOUHOI U-net B MMITy/JIbCHBIH AHAJIOr JAeT HEMJIOXWe PEe3yJIbTaThl, I MOYKET MPUMEHSITHCH MPHU HAJIUIUN
JOCTyHON annaparypbl. CIMILUIMPOBAHKS [0 CPABHEHUIO ¢ UMILYJIbCHOM /uhDy3UOHHON BEPOSTHOCTHON MOJIEIIHIO
JIJIst TEHEpaIn pedeBbix KoMmaus [16] cymecrrenno yckopsiercst. Ecim nvmnysbeHoit muddy3noHHON BEpOSITHOCTHOM
Mozenu Heobxonumo Oosee 100 maroB ajis remepanuu pedeBoit Komanapr, To flow matching momzenn Bcero 10. He
CMOTPSI HA TO, YTO TPEHUPOBKA MOJE/IN OCJIOKHSIETCH HECTAOUILHOCTHIO B TPAHUYHBIX TOYKAX, TEM HE MeHee Ojia-
ro/iapsi 3TOMY YBEJIMYIMBAETCs PA3HOOOpAa3me reHepUPyeMbIX JAHHBIX. be3 HecTabuIbHOCTH TeHEePUPYyeMble JTaHHbIE
ObLITH ObI TTOXOXKH.

Jlannas pabota ObLTa IpeacTaBIeHa HA KoH(pepennun https://neuro.kaspersky.ru/conference/. Kox mocrymnen
o ccblike https://github.com/alphacep/SDDPM.
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